
RESEARCH ARTICLE Open Access

Explaining the adoption and use of
computed tomography and magnetic
resonance image technologies in public
hospitals
Francisco Reyes-Santias1* and Manel Antelo2

Abstract

Objective: This article examines what the adoption and use of advanced medical technologies – computed
tomography (CT) and magnetic resonance imaging (MRI) – by public hospitals depend on and to what extent.

Methods: From a sample of panel data for all public hospitals in the health service of Galicia (a subregion of the
Galicia-North of Portugal Euroregion) for the 2010–2017 period, we grouped explanatory variables into inputs
(resources), outputs (activities) and socio-demographic variables. Factor analysis was used to reduce as much as
possible the number of analysed variables, discriminant analysis to examine the technologies adoption decision,
and multiple regression analysis to investigate their use.

Results: Factor analysis identified motivators on adoption and use of CT and MRI medical technologies as follows:
hospital inputs/outputs (Factor 1); radiology studies and adoption of CT by public hospitals (Factor 2); research/
teaching role and big-ticket diagnostic and therapeutic (lithotripsy) technologies (Factor 3); number of transplants
(Factor 4); cancer diagnosis/treatment (Factor 5); and catchment area geographical dispersion (Factor 6). Cronbach’s
alpha of 0.881 indicated an acceptable degree of reliability of the factor variables. Regarding adoption of these
technologies, Factor 1 is the most influential, explaining 37% of the variance and showing adequate global internal
consistency, whereas Factor 2 is limited to 13% of the variance. In the discriminant analysis, values for Box’s M test
and canonical correlations such as Wilks’s lambda for the two technologies underpin the reliability and predictive
capacity of the discriminant equations. Finally, and according to the regression analysis, the factor with the greatest
influence on CT and MRI use is Factor 2, followed by Factors 1 and 3 in the case of CT use, and Factors 3 and 5 in
the case of MRI use.

Conclusion: CT and MRI adoption by public hospitals is mainly determined by hospital inputs and outputs.
However, the use of both medical technologies is mainly influenced by conventional radiology studies and CT
adoption. These results suggest that both choices – adoption and use of advanced medical technology – may be
separate decisions as they are taken possibly by different people (the former by managers and policymakers and
the latter by physicians).
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Introduction
A significant percentage of increased hospital expenditure
comes from the use of more inputs per unit of final output.
The input that has experienced greatest growth in recent de-
cades has been medical technologies [1], accounting for 33–
50% of increased healthcare spending [2]. While the adoption
and use of new medical technologies improves the quality of
medical care by improving health outcomes, those technolo-
gies contribute to the continuing rise in healthcare expend-
iture [3]. Consequently, a crucial issue in ultimately
determining healthcare policies in most OECD countries is
the development and adoption of innovative medical tech-
nologies in a context of exacerbated healthcare spending
resulting from major demographic changes linked to greater
life expectancy and ageing. According to Greenberg and Pli-
skin [4], technology adoption decisions pose a particular
challenge to decisionmakers, as timely decisions regarding
new technologies are often required before there is definitive
evidence on clinical efficacy and economic merit.
Budget constraints for public hospitals and expected

profits for private hospitals should not, however, be
the only criteria determining technology adoption in
hospitals. Puig i Junoy [5] suggest that innovation
adoption in hospitals depends on the characteristics
of the technology itself (i.e. the marginal advantage
over the previously used technology), the objectives of
the hospital as a firm (i.e. the characteristics of the
entity adopting the technology), and the characteris-
tics of the market.
The literature on health economics confirms that com-

puted tomography (CT) and magnetic resonance im-
aging (MRI) are key healthcare technologies. For
instance, Espargallés et al. [6] list CT and MRI among
the 30 technologies receiving the most general medicine
and primary care bibliometric citations in the last 25
years, while Collado et al. [7] and Robin et al. [8] high-
light clear CT and MRI advantages over conventional
radiology, as do protocol guides on appropriate diagnos-
tic technologies issued by the American College of Radi-
ology [9], the European Commission [10] and the Royal
College of Radiologists [11].
While the adoption and use of CT and MRI technolo-

gies in place of more invasive and higher-risk ap-
proaches is gaining momentum, given their importance
in diagnosing severe injuries, in the interest of monitor-
ing and controlling health spending the high cost of ac-
quiring and operating this equipment makes their
evaluation necessary [12, 13]. Thus, exploring the factors
that may explain CT and MRI adoption (the number of
units acquired) and use (the number of scans performed)
could shed light on these key healthcare innovations that
have boosted growth in health expenditure in recent de-
cades. This is the goal of this paper: to identify and
evaluate the role played by public hospital inputs and

output as well as socio-demographic characteristics of
catchment areas in the adoption and use of new diag-
nostic and therapeutic procedures according to real
healthcare needs.
This issue has been explored in the literature from

several perspectives. Recently, Sandoval et al. [14] exam-
ined the relationship between hospital adoption and use
of CT scanners and MRI machines and inpatient mortal-
ity and length of stay. They particularly investigated the
role of adoption and use of medical imaging within a
broader framework of hospital care where adoption is
proposed to be a central, linking factor between hospital
structural characteristics, market factors and hospital
outcomes. Likewise, He et al. [15] found that population,
GDP, and the number of hospitals, health professionals,
hospital beds, outpatient visits, and inpatient visits all
had a positive correlation with the allocation number of
CT and MRI scanners, and, particularly, that the number
of health professionals and the number of beds had a
much closer correlation than other variables.1 Further-
more, in assessing the association of hospital characteris-
tics and diagnosis with repeated utilization of CT and
MRI, Chen et al. [18] pointed out that repeat use of CT
and MRI within 90 days is high and is related to both
diagnosis and hospital characteristics.
The remainder of the article is organized in four sec-

tions. First, the material and methods used in the re-
search is outlined. Next, we offer the results obtained,
followed by a discussion of those results. The paper con-
cludes with some final remarks.

Material and methods
The research scope covers public hospitals with CT and
MRI technologies in Galicia (north-west Spain) – part of the
Galicia-North Portugal Euroregion – in the period 2010–
2017 (the most recent data available from the Ministry of
Health in Spain). The sample includes all 14 public hospitals
(whose capacity amounts to 7599 beds) that provide health-
care services to the Galician Health Service (SERGAS),
employing 4651 medical specialists, equipped with 33 CT
units and 13 MRI units, and implementing 290,080 CT scans
and 117,372 MRI scans over this period.
Data on hospital inputs and outputs and on catchment

population socio-demographic characteristics were sourced
from hospital catalogues, system-wide hospital reports pub-
lished by SERGAS, and data and statistics on specialized
health centres and inpatient health establishments

1Even though Japan had fewer radiologists per capita than any other
OECD country, in the past the CT installations grew three times faster
in Japan than in the U.S. [16]. In that sense, Masatoshi et al. [17]
showed that between 2006 and 2012 the number of radiologists
increased by 21.7%, but the number of radiologists per 1000 CT (MRI)
utilizations decreased by 17.9% (1.0%).
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published by the Spanish Ministry of Health. All these data
are publicly accessible to anyone interested in them.2

Measured as yearly hospital inputs were the following:
number of beds; number of doctors, medical specialists,
surgical specialists, radiologists and resident interns; and
number of CT, MRI, haemodynamic, gamma camera,
lithotripsy and linear accelerator units. On the other
hand, hospital inputs and hospital outputs were mea-
sured as average diagnosis-related group (DRG) weight
expressed as the case-mix index (CMI), average stay3

and number of consultations, admissions, emergencies,
emergency admissions, surgical interventions, conven-
tional radiology studies,4 CT and MRI scans and kidney/
heart/liver transplants. Finally, catchment area socio-
demographic characteristics were defined as inhabitants,
population density and population aged above 65 years.
To determine the smallest possible number of compo-

nents that would explain most of the observed variation
we used factor analysis; specifically, the correlation
matrix as the procedure [21] and orthogonal varimax as
the rotation method [22]. On the other hand, we used
discriminant analysis for predictive purposes, i.e. to de-
termine whether or not a public hospital would acquire
a CT or MRI unit. Belongingness of studied elements to
one or another group was introduced into the analysis
through a qualitative variable that took as many values
as the number of groups. This variable played the role of
the dependent variable, while the independent variables
were considered to be discriminant variables. The two
dependent variables are the number of public CT units
and the number of public MRI units. Both were consid-
ered as dichotomous categorical variables, whose values
were recorded to values 0 and 1, indicating the absence
and the presence of the quality corresponding to one of
the two categories, respectively. On the other hand, the
selected independent variables were the factors obtained
in the factor analysis.5 Finally, multiple linear regression
was used to predict CT and MRI use, i.e. the number of
scans performed with those technologies [5]. The sample

data used to perform the regression analyses were panel
data and the estimation method used was ordinary least
squares; significance was established at p < 0.05.

Results
To explain the maximum percentage of variance and an ac-
ceptable parsimony of the exploratory factor analysis, we set
the percentage of explained variance to 86%, which is verified
for the six factors detailed below (expressed as numbers ex-
cept where otherwise indicated):

Factor 1 (hospital inputs and outputs): beds, surgical
specialists, medical specialists, radiology specialists,
emergency admissions, emergencies, admissions,
surgeries, consultations, and average stay (days).
Factor 2 (conventional radiology studies and
adoption of CT by public hospitals): conventional
radiology studies, and public CT units.
Factor 3 (research/teaching role and big-ticket
diagnostic (MRI) and therapeutic (lithotripsy) tech-
nologies): resident interns, Spanish Health Research
Fund (FIS) grants, lithotripsies, and public MRI units.
Factor 4 (transplants): heart/kidney/liver transplants.
Factor 5 (cancer diagnosis/treatment): linear
accelerator units and gamma cameras, and CMI.
Factor 6 (catchment area geographical dispersion):
population density measured as inhabitants/km2.

Table 1 below summarizes the results provided by the
factor analysis and the percentage of variance explained
by each factor after axis rotation.
As can be seen in Table 1, Factor 1 (hospital inputs

and outputs) explains by far the highest percentage of
variance after rotation, while percentages explained by
Factors 2, 3, 4 and 5 are similar, but much lower. Finally,
while Factor 6 (catchment area geographical dispersion)
only explains 3% of the variance, the variable is, a priori,
important for Galicia because is a region characterized
by a highly dispersed population.
The value of the Kaiser–Meyer–Olkin (KMO) test

we obtained was 0.878, indicating that the sample can
be considered suitable for factor analysis [22]. On the
other hand, Bartlett’s sphericity test resulted in sig-
nificance lower than the p-value of 0.05, so the hy-
pothesis that the variables were uncorrelated in the
population (null hypothesis) was rejected. To ensure
both an explanation of maximum variance in the vari-
ables and an acceptable model parsimony resulted, we
set the percentage of explained variance to 86%. Fi-
nally, the Cronbach’s alpha value of 0.881 reflects an
acceptable degree of reliability. Then, we rotated the
factors in a multidimensional space [27] using the
varimax orthogonal rotation criterion [22].

2The data of the SERGAS reports and the set of public hospitals are
available at https://www.sergas.es/A-nosa-organizacion/Publicaci%C3%
B3ns-da-Organizaci%C3%B3n?idioma=es. In turn, the data with
information provided by the Spanish Ministry of Health are available
at https://www.mscbs.gob.es/estadEstudios/estadisticas/
estHospiInternado/inforAnual/homeESCRI.htm.
3We follow Ellis and McGuire [19] in considering that average stay is a
suitable approach to evaluating health resource use.
4This quantitative variable refers to the total number of diagnostic
imaging studies with conventional radiological techniques (general
radiography, mammography, ultrasound, radiography and digital
angiography), whether simple or dynamic, with or without contrast,
performed on a patient in one session and for a specific purpose [20].
5The choice of methodology would be between discriminant analysis
and logit or probit, but discriminant analysis was chosen because it has
a greater predictive capacity than the other two, as pointed out by a
number of authors [23–26].
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As the orthogonal rotation method (which rotates axes
orthogonally at the same angle) we used the varimax
method, which tries to minimize the number of variables
with high saturations by the same factor. The import-
ance of each factor was evaluated considering the pro-
portion of variance explained by the factor after the
rotation. The results of the rotated factorial solution
with the varimax method are summarized in Table 2.
Table 2 shows the output of the discriminant equa-

tions regarding the adoption of CT and MRI technolo-
gies. In both cases, the corresponding Box’s M test and
the degree of significance of the p-value indicate that the
variance-covariance matrices for each group or level of
the variable differ significantly. In turn, the canonical
correlations of 0.538 for CT adoption and of 0.792 for
MRI adoption show good discrimination of the function.
Finally, the Wilks’ lambda of 0.710 with a p-value of
0.003 confirms the significance of the discriminant func-
tion and its explanatory capacity. Also, for MRI adop-
tion, the Wilks’ lambda of 0.373 with a p-value of 0.000
corroborates its explanatory capacity, as the variables
take significant values, given the coefficients of

determination. Both facts suggest that the factors can be
potentially explanatory.
According to Table 2, Factor 1 (hospital inputs and

outputs) most affects CT adoption, while Factor 3 (re-
search/teaching role and big-ticket diagnostic (MRI) and
therapeutic (lithotripsy) technologies) has very little in-
fluence on CT adoption; this would suggest that adop-
tion of CT technology has plateaued. Finally, Factor 2
(conventional radiology studies and adoption of CT by
public hospitals) impacts negatively on CT adoption,
which would suggest that CT could be a substitute tech-
nology of conventional radiology. This, in turn, would
tend to slow down CT adoption.
Regarding MRI adoption by public hospitals, three

facts are of note. First, Factor 1 most impacts on adop-
tion, even more so than for CT adoption. Second, and
contrary to what happens with CT adoption, Factor 2
impacts positively on MRI adoption, which suggests that
MRI scans complement conventional radiology studies.
Third, and also contrary to what happens with CT adop-
tion, Factor 5 (cancer diagnosis/treatment) has a nega-
tive impact on MRI adoption, probably due to greater
MRI focus on functional studies or to substitution be-
tween MRI and nuclear medicine (gamma cameras) for
tumour diagnostic purposes. Finally, the impact of popu-
lation concentration on CT and MRI adoption by public
hospitals is positive and slightly greater for MRI adop-
tion than for CT adoption.
In Table 3 we summarize the results of the regression

analysis regarding CT and MRI use.
According to Table 3, in public hospitals the factors

with the greatest influence on CT use are Factor 2 (con-
ventional radiology studies and adoption of CT by public
hospitals), followed, in turn, by Factor 1 (hospital inputs
and outputs) and Factor 5 (cancer diagnosis/treatment),
all of which have positive signs, while the factors with
the greatest influence on MRI use is Factor 2 followed
by Factor 4 (transplants), both with positive signs. The
results regarding Factor 6 (catchment area geographical

Table 1 Factor analysis and total explained variance

Factor 1 2 3 4 5 6

Initial eigenvalues Total 17.941 2.539 1.948 1.684 1.498 1.07

% variance 57.873 8.189 6.284 5.432 4.831 3.45

% accumulated 57.873 66.062 72.346 77.778 82.609 86.059

Extraction sums of squared loadings Total 17.941 2.539 1.948 1.684 1.498 1.070

% variance 57.873 8.189 6.284 5.432 4.831 3.450

% accumulated 57.873 66.062 72.346 77.778 82.609 86.059

Rotation sums of squared loadings Total 11.601 4.046 3.402 3.303 3.123 1.203

% variance 37.422 13.053 10.974 10.655 10.076 3.880

% accumulated 37.422 50.475 61.449 72.103 82.179 86.059

Cronbach’s alpha 0.881 0.880 0.860 0.797 0.868 0.886 0.850

Table 2 CT and MRI adoption: discriminant analysis results

Factor Adoption of CT units Adoption of MRI units

Factor 1 0.935 1.255

Factor 2 −0.243 0.722

Factor 3 0.170 0.195

Factor 4 0.437 0.314

Factor 5 0.396 −0.538

Factor 6 0.272 0.334

Box’s M test 215.77 307.89

p-value 0.003 0.000

Wilks’ lambda 0.710 0.373

Canonical correlation 0.538 0.792

Correctly classified 80.6% 93.5%
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dispersion) indicate that the more concentrated the
population, the greater its influence on MRI use and the
lower its influence on CT use.
For both CT and MRI use, the value for the F statistic

and the associated p-value indicate significance for the
model at 1%. In turn, the value of the Durbin–Watson
statistic and the condition indices at less than 15 indi-
cate that the model does not have autocorrelation or
multicollinearity problems, respectively, while the Z
value for the Kolmogorov–Smirnov test, with a p-value
greater than 0.05, indicates that the residuals of the
equation are normally distributed.
The results obtained indicate that Factor 1 impacts posi-

tively and significantly on CT and MRI adoption by public
hospitals. This factor allows 37.42% of the variance to be ex-
plained, shows adequate global internal consistency, and is
more relevant to MRI than to CT adoption. However, Factor
1 is not the main determinant of CT and MRI use: the main
determinants of CT use are conventional radiology studies
and adoption of CT by public hospitals, whereas the main
determinants of MRI use are the hospital research/teaching
role and big-ticket diagnostic (MRI) and therapeutic (litho-
tripsy) technologies. The fact that population density plays a
statistically significant role in the demand for MRI but not in
the demand for CT suggests that there is demand induction
for CT, but not for MRI. Finally, the impact of the case-mix
index (CMI) is reflected in positive and significant correla-
tions for use (the number of scans) for CT with transplants,
and for MRI with cancer diagnosis and treatment.
The fact that Factor 1 (hospital inputs and outputs) is that

which most influences the CT and MRI adoption decision,
whereas Factor 2 (conventional radiology studies and adop-
tion of CT by public hospitals) is that which most influences
the actual usage of those technologies allows us to infer that
choices as to adoption and use of advanced medical

technologies may be separate decisions, a consequence, per-
haps, of different decision-making processes. This suggests a
possible dissonance between decisions on adoption and deci-
sions on use, indicating, in turn, the need to guide decision-
makers in better planning investments in medical technolo-
gies so as to avoid premature diffusion without adequate
knowledge of true effectiveness.

Discussion
Our findings regarding the significantly positive correlation
between hospital inputs and outputs and the number of CT
and MRI units would suggest that the more units are in-
stalled, the greater the tendency of doctors to use them [28].
In line with this, Harstall [29] reported that hospital size,
teaching role, greater specialization, research activity and re-
source availability were positively associated with technology
adoption. In turn, Abedini et al. [30] concluded that the main
factors influencing CT and MRI adoption were the number
of beds, doctors and patients and hospital location, whereas
Hong [31] showed that the number of CT units reflected
bed and specialty numbers and, most especially, location in
larger cities. Finally, Hall [32] found that greater use of diag-
nostic technologies was associated with greater population
density, more doctors per capita, a higher ratio of specialists
to general practitioners and a higher percentage of doctors
involved in teaching.
Among the characteristics and objectives of hospitals and

their doctors is the extent to which innovation increases the
prestige of the hospital. This is confirmed by the high coeffi-
cient observed for the transplant factor – an indicator of
prestige and healthcare quality in a hospital. Our results are
aligned with others [33–37], as well as Newhouse [38] re-
garding the quality of care. In the same vein, Dafny [39] has
also shown that hospitals build a technological competitive
advantage by experience acquired with medical technology.
This behavior in the adoption of medical technology is ratio-
nalized by the fact that hospitals with MRI technology obtain
an advantage over the other hospitals in the area, in terms of
more referrals and expansion of the services they provide
and also by the fact that technological level is an important
issue in hospital choice by junior consultants [40]. As for the
diffusion of medical technologies, Cromwell [34] and Green-
halgh et al. [41] show that this is slower in areas with fewer
doctors per inhabitant, relating their finding to doctor pres-
sures to introduce innovations.6

Our work also shows a positive coefficient sign for the
research and teaching factor, i.e. the level and type of
training offered also influences adoption decisions since,

Table 3 Estimates of CT and MRI use (number of diagnostic
scans) with regression analysis of factors

Number of CT scans Number of MRI scans

Constant 3461.21 (0.001) 823.34 (0.067)

Factor 1 1945.80 (0.001) 426.110 (0.341)

Factor 2 −59,630 (0.242) 1857.25 (0.001)

Factor 3 1425.68 (0.006) 1304.20 (0.005)

Factor 4 1290.26 (0.013) − 311.51 (0.486)

Factor 5 − 1255.21 (0.016) 578.840 (0.198)

Factor 6 − 457.44 (0.162) 75.45 (0.866)

Adj. R 0.787 0.675

Durbin–Watson test 0.808 1.897

F 52.090 (0.001) 29.73 (0.001)

Z (K-S) 1.254 (0.086) 1.163 (0.134)

Note: Significance was established at p < 0.05
P values in parentheses.

6However, authors such as Rapoport [42] and Willems [43] have
pointed out in their studies on the adoption of CT technology that
there is no relationship with the number of doctors per inhabitant.
Their argument is that when there are few doctors per inhabitant,
hospitals compete in the adoption of technology to attract medical
personnel.

Reyes-Santias and Antelo BMC Health Services Research         (2021) 21:1278 Page 5 of 8



in general, medical staff are trained in hospitals
equipped with the most sophisticated technologies [5],
while Booth-Clibborn et al. [44] reported that research
activities in a hospital have little influence on the adop-
tion of MRI technology.
A possible explanation for the negative (statistically

significant) coefficient for conventional radiology studies
and CT adoption is that the adoption rate of a new tech-
nology will be reduced if the innovation replaces very
durable equipment [45], as the outdated technology
would still hold a relatively long service life.7 The resist-
ance to abandon obsolete technologies can also be ex-
plained as a natural defence of past investments in time,
effort and money made in incorporating and learning
technologies; in many cases, the same agents that plead
for an innovation are those that resist abandoning older
technologies [46]. On the other hand, the coefficient for
radiology and MRI adoption could suggest that MRI
complements rather than substitutes for other radio-
logical techniques, as reported by Capdevila [47] in es-
tablishing the complementarity of MRI with other
diagnostic techniques (particularly, CT), by Lenz et al.
[48] in explaining that MRI allows new or safer interven-
tional procedures to be performed, and also by Acker-
man et al. [49] and Vita et al. [50], who established that
MRI is a complementary technology rather than a sub-
stitute for other diagnostic imaging technologies.
The negative sign of the cancer diagnosis and treatment

factor coefficient relative to MRI adoption seems to be ex-
plained by the substitution between MRI and nuclear medi-
cine technologies. This hypothesis is endorsed by the
guidelines and protocols of the American College of Radi-
ology [9] and the European Commission [10].
The positive and significant coefficient sign for hos-

pital inputs and outputs in explaining CT use (the num-
ber of scans performed with this technology) are aligned
with Caicoya et al. [51]‘s results. In fact, in studying CT
and MRI use, these authors show that the higher rate of
CT and MRI use is associated with a higher supply of
CT and MRI equipment and a greater supply of special-
ists per hospital. Furthermore, Rodríguez-Álvarez and
Lovell [52], in their research into excess capacity and
spending behaviour in Spanish public hospitals, also
found that hospital size and volume was directly associ-
ated with the number of X-ray studies performed.
We also found that the socio-demographic factor

(population density) is non-significant in explaining CT
use, whereas the opposite holds for MRI use. This find-
ing allows us to infer, following Hay and Leahy [53] and
Trost et al. [54], that there would be induced demand
for CT scans, but not in the case of MRI scans.

Finally, the positive and significant coefficients for the
transplant factor for CT use and for the cancer diagnosis
and treatment factor for MRI use can be understood as
a case-mix influence on demand, a finding supported by
other studies of demand for CT and MRI explorations
[55–58].
Summing up and based on our findings, we can frame

our study within the need for health decision-makers to
analyse and disseminate information on trends related to
new health technologies in order to address potential
deficits in their implantation, accessibility and use.

Conclusions
The adoption and use of new medical technologies such
as CT and MRI undoubtedly improves the quality of
care for patients, but is also a main reason behind in-
creased healthcare expenditure. The adoption and use of
advanced technologies is thus permeated by a trade-off
between improved care and increased spending, thereby
posing a challenge for decision-makers, often faced with
making decisions regarding these technologies in the ab-
sence of definitive evidence on their clinical efficacy.
To shed light on this issue, we explored CT and MRI

adoption and use by public hospitals in Galicia (Spain),
examining the main factors that influence the corre-
sponding decisions. Our findings suggest that the factor
that determines greater adoption of those technologies is
hospital inputs and outputs, and that this factor is more
important for CT adoption than for MRI adoption.
However, this factor is not the main driver of actual use
of those technologies (the number of scans). According
to the multiple linear regression performed with the
variable dependent on CT and MRI use, this is mainly
explained by the radiology equipment and activity factor,
which includes installed CT equipment. This factor has
the greatest weight in the demand for CT and MRI stud-
ies – greater than the hospital inputs (number of beds,
number of consultants, number of surgical theatres, etc.)
and outputs factor (covering admissions, consultations,
emergencies, surgical interventions, etc.). As for the co-
efficient reflecting the socio-demographic factor, this has
no statistical significance, suggesting that there would be
an induction of demand for CT technology use.
The insights provided by this study into the factors

that underlie the adoption and use of new medical tech-
nologies can help technology decision-makers in public
hospitals. Detailed assessments of the adoption and pre-
dicted use of medical technologies play a crucial role in
avoiding premature diffusion of technology prior to ac-
curate evidence of its effectiveness. Our study can also
contribute to predicting the effects of publicly funded
programs of assistance to certain disadvantaged popula-
tion groups on technology dissemination processes.

7However, in their study, this variable of obsolete equipment duration
was not statistically significant.
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Some limitations to our study can be traced. For ex-
ample, although we have obviated the role of aspects
such as policy factors (the electoral and political cycle),
boom periods and bad periods or the introduction of
public–private management experiences in the period
considered, these aspects could undoubtedly affect the
adoption and use of medical advanced technologies.
However, the spirit of our paper is to analyse how the
internal factors of the public health system could affect
these decisions. The consideration of these and other as-
pects may allow a refinement of the approach and con-
stitute a research avenue for the future.

Abbreviations
CMI: Case-mix Index; CT: Computer tomography; DRG: Diagnosis-related
group; FIS: Fondo Investigacion Sanitaria (Spanish Government Health
Research Fund); KMO: Kaiser–Meyer–Olkin test; MRI: Magnetic resonance
imaging; SERGAS: Servizo Galego de Saúde (Galician Health Service)

Acknowledgements
We would like to thank the editor responsible for the management of this
article as well as the reviewers for their helpful comments in improving the
article.

Availability of data and supporting materials section
The authors declare that they had full access to all of the data in this study and
they take complete responsibility for the integrity of the data and the accuracy
of the data analysis. The datasets used and/or analysed during the current
study are available from the corresponding author on reasonable request.

Authors’ contributions
Francisco Reyes-Santias conceived the study and was in charge of overall dir-
ection and planning; Manel Antelo participated in the design of the study,
performed the analytic calculations and helped to draft the manuscript. All
authors read and approved the final manuscript.

Funding
MA acknowledges financial support to research groups received from the
Xunta de Galicia (Spain) through Project ED431C 2019/11 “Consolidación e
estruturación – 2019 GRC GI-2060 Análise económica dos mercados e institu-
cións”. The funding bodies played no role in the design of the study and col-
lection, analysis, and interpretation of data and in writing the manuscript.

Declarations

Ethics approval and consent to participate
The database was constructed from data published in publications of the
Regional Health Service of Galicia (belonging to the European Region Galicia-
North Portugal) and from publicly accessible databases of the Ministry of Health
of the Spanish Government. Research did not involve human participants, hu-
man material, or human data. No ethics approval or consent was required.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Author details
1GEN Universidade de Vigo, Vigo, Spain. 2Universidade de Santiago de
Compostela, Santiago de Compostela, Spain.

Received: 9 December 2020 Accepted: 27 October 2021

References
1. Puig-Junoy J, Peiró S. El impacto de las tecnologías sanitarias sobre el gasto:

evidencia y políticas públicas, Centre de Recerca en Economía i Salut –

CRES- Universitat Pompeu Fabra, Barcelona, Fundación Instituto de
Investigación en Servicios de. Valencia: Salud; 2009. p. 33-41.

2. Mohr PE, Mueller CD, Neuman P, Franco S, Milet M, Silver L, et al. The impact
of medical technology on future health care cost, Final report. In: the Project
Hope, Center for Health Affairs. Chicago: University of Chicago; 2011. p. 20–23.

3. Neumann PJ, Cohen JT, Weinstein MC. Updating cost-effectiveness--the
curious resilience of the $50,000-per-QALY threshold. N Engl J Med. 2014;
371(9):796–7. https://doi.org/10.1056/NEJMp1405158.

4. Greenberg D, Pliskin JS, Peterburg Y. Decision making in acquiring medical
technologies in Israeli medical centers: a preliminary study. Int J Technol
Assess Health Care. 2003;19(1):194–201.

5. Puig-Junoy J. Crecimiento, empleo y tecnología en el sector hospitalario
español, Generalitat de Catalunya, Departament de. Sanitat i Seguritat
Social. 1993:99–124.

6. Espallargues M, de Solà-Morales O, Moharra M, Tebé C, Pons JMV. Las tecnologías
médicas más relevantes de los últimos 25 años según la opinión de médicos
generalistas. Gac Sanit. 2008;22(1):20–8. https://doi.org/10.1157/13115106.

7. Belvis AC, Pérez AS, Marín MS. Tomografía computarizada helicoidal: introducción
conceptual y aplicaciones clínicas. Todo Hospital. 1995;120:59–65.

8. Maley RA, Epstein AL. High technology in health care. USA: American
HospitalPublishing Inc; 1993. p. 181–228.

9. American College of Radiology. “Appropriateness criteria for imaging and
treatment decisions”. 1996. ACR, 2, 3-46.

10. Europea C. “Guía de indicaciones para la correcta solicitud de pruebas de
diagnóstico por imagen”. Protección Radiológica 118. Italy: Comisión
Europea, Dirección General de Medio Ambiente; 2000. p. 24-28.

11. The Royal College of Radiologists. Making the best use of a Department of
Clinical Radiology. 2ª ed. London: Guidelines for Doctors; 1993. p. 23-26.

12. Cardete A. Análisis de costes en el área de imagen médica del hospital
universitario y politécnico La Fe: Universidad de Valencia. Gest y Eval Cost
Sanit. 2015;16(1):17-22.

13. Grant L. Facing the future: the effects of the impeding financial drought on
NHS finances and how UK radiology services can contribute to expected
efficiency savings. Br J Radiol. 2012;85(1014):784–91. https://doi.org/10.1259/
bjr/20359557.

14. Sandoval G, Brown A, Wodchis W, Anderson G. The relationship between
hospital adoption and use of high technology medical imaging and in-
patient mortality and length of stay. J Health Organ Manag. 2019;33(3):286–
303. https://doi.org/10.1108/JHOM-08-2018-0232.

15. He L, Yu H, Shi L, He Y, Geng J, Wei Y, et al. Equity assessment of the
distribution of CT and MRI scanners in China: a panel data analysis. Int J
Equity Health. 2018;17(1):157. https://doi.org/10.1186/s12939-018-0869-y.

16. Nikki R. The wide distribution of CT scanners in Japan. Soc Sci Med. 1985;
21(10):1131–7. https://doi.org/10.1016/0277-9536(85)90171-6.

17. Matsumoto M, Koike S, Kashima S, Awai K. Geographic distribution of
radiologists and utilization of Teleradiology in Japan: a longitudinal analysis
based on National Census Data. PLoS ONE Sep. 2015;30(9):10(9). https://doi.
org/10.1371/journal.pone.0139723.

18. Chen RC, Chu D, Lin HC, Chen T, Hung ST, Kuo NW. Association of hospital
characteristics and diagnosis with the repeat use of CT and MRI: a
nationwide population-based study in an Asian country. AJR Am J
Roentgenol. 2012;198(4):858–65. https://doi.org/10.2214/AJR.11.6475.

19. Ellis RP, McGuire TG. Hospital response to prospective payment: moral
hazard, selection and practice style effects. J Health Econ. 1996;15(3):257–77.
https://doi.org/10.1016/0167-6296(96)00002-1.

20. Subdirección Xeral de Información Sanitaria, Xunta de Galicia. Manual de
definicións, SISINFO 2004, Ed. Secretaría Xeral: SERGAS; 2004. p. 53-133.

21. Kim JO, Mueller CW. Factor analysis: statistical methods and practical issues,
Sage University paper series on quantitative applications in the social
sciences. Sage. 1978;14:75–6.

22. Kaiser HF. An index of factorial simplicity. Psychometrica. 1974;39(1):31–6.
https://doi.org/10.1007/BF02291575.

23. Worth AP, Cronin MTD. The use of discriminant analysis, logistic regression
and classification tree analysis in the development of classification models
for human health effects. Theochem. 2003;622(1-2):97–111. https://doi.org/1
0.1016/S0166-1280(02)00622-X.

24. Pohar M, Blas M, Turk S. Comparison of logistic regresion and linear
discriminant analysis: a simulation study. Metodoloskizvezki. 2004;1:143–61.

25. Richard's MM, Solanas A, Ledesma RD, Introzzi IM, López Ramón MF. (2008)
classification statistical techniques: an applied and comparative study.
Psicothema. 2008;20(4):863–7.

Reyes-Santias and Antelo BMC Health Services Research         (2021) 21:1278 Page 7 of 8

https://doi.org/10.1056/NEJMp1405158
https://doi.org/10.1157/13115106
https://doi.org/10.1259/bjr/20359557
https://doi.org/10.1259/bjr/20359557
https://doi.org/10.1108/JHOM-08-2018-0232
https://doi.org/10.1186/s12939-018-0869-y
https://doi.org/10.1016/0277-9536(85)90171-6
https://doi.org/10.1371/journal.pone.0139723
https://doi.org/10.1371/journal.pone.0139723
https://doi.org/10.2214/AJR.11.6475
https://doi.org/10.1016/0167-6296(96)00002-1
https://doi.org/10.1007/BF02291575
https://doi.org/10.1016/S0166-1280(02)00622-X
https://doi.org/10.1016/S0166-1280(02)00622-X


26. Hernández Barajas F, Correa Morales JC. Comparación entre tres técnicas de
clasificación. Revista Colombiana de Estadística. 2009;32:247–65.

27. Thurstone LL. Multiple factor analysis. Chicago: University of Chicago Press;
1947. p. 535.

28. Kristiansen IS, Natvig NL, Sager EM. Physicians’ opinions and use of
controversial technologies. Int J Technol Assess Health Care. 1995;11(2):316–
26. https://doi.org/10.1017/S0266462300006929.

29. Harstall C. Optimizing adoption and diffusion of medical devices at the
system level, the Institute of Health Economics, Alberta Canada: Information
paper. Edmonton AB Canada: 2015. p. 10–1.

30. Abedini Z, Akbari SA, Rahimi FA, Jaafaripooyan E. Diffusion of advanced
medical imaging technology, CT and MRI scanners, in Iran: A qualitative
study of determinants. Int J Health Plann Manag. 2019;34(1):e397–410.
https://doi.org/10.1002/hpm.2657.

31. Hong JS. Association between years since manufacture and utilization of
computed tomography scanner in South Korea. A cross-sectional study.
Med. 2018;97(43):43. https://doi.org/10.1097/MD.0000000000013008.

32. Hall AE. Regional patterns in medical technology utilization. U.S. Bureau of
Economic Analysis or the U.S. Washington, DC: Department of Commerce;
2015. p. 1-38.

33. Lee RH, Waldman DM. The diffusion of innovations in hospitals. Some
econometric considerations. J Health Econ. 1985;4(4):373–80.

34. Cromwell J, Ginsberg P, Hamilton D, Summer M. Incentives and decisions
underlying Hospitals' adoption of major capital equipment. Cambridge,
Mass: ABT Associates; 1975. p. 67-70.

35. McGregor M. Technology and the allocation of resources. N Engl J Med.
1989;320(2):118–20. https://doi.org/10.1056/NEJM198901123200209.

36. Cheung ML, Chau KY, Lam MHS, Tse G, Ho KY, Flint SW, et al. Examining
consumers’ adoption of wearable healthcare technology: the role of health
attributes. Int J Environ Res Public Health. 2019;16(13):22–57. https://doi.
org/10.3390/ijerph16132257.

37. De Grood C, Raissi A, Kwon Y, Santana MJ. Adoption of e-health technology
by physicians: a scoping review. J Multidiscip Healthc. 2016;9:335–44.
https://doi.org/10.2147/JMDH.S103881.

38. Newhouse JA. Toward a theory of nonprofit institutions: an economic
model of a hospital. Am Econ Rev. 1970;1:64–7.

39. Dafny L. Entry deterrence in hospital procedure markets: a simple model of
learning-by-doing. NBER Working Papers 9871. National Bureau of Economic
Research, Inc. Working Paper. 2003. p. 1-45

40. González-López Valcarcel B, Barber López P. In: Meneu R, Ortún V,
Rodríguez-Artalejo F, editors. Programas MIR como innovación y como
mecanismo de asignación de recursos humanos: Innovaciones en gestión
clínica y sanitaria; Barcelona: Masson; 2005. p. 101-126.

41. Greenhalgh T, Wherton J, Papoutsi C, Lynch J, Hughes G, A’Court C, et al.
Beyond adoption: a new framework for theorizing and evaluating
nonadoption, abandonment, and challenges to the scale-up, spread, and
sustainability of health and care technologies. J Med Internet Res. 2017;
19(11):e367. https://doi.org/10.2196/jmir.8775.

42. Rapoport J. Difusión of technological innovation among nonprofit firms: a case
study of radioisotops in US hospitals. J Econ Bussiness. 1978;30(2):108–16.

43. Willems J. “The computed tomography scanner”. Medical technology: the
culprit behind health care costs. Ed. National Center for health services
research and bureau of health planning. Maryland: DHEW Publications.
Hyattsville; 1979. p. 79–3.216.

44. Booth-Clibborn N, Packer C, Stevens A. Health technology diffusion rates. Int
J Technol Assess Health Care. 2000;16(3):781–86. https://doi.org/10.1017/S02
66462300102053.

45. Mansfield E. Technical change and the rate of imitation. Econometrica.
1961;29(4):741–66. https://doi.org/10.2307/1911817.

46. Barnes BA. Discarded operations: surgical innovation by trial and error. Nueva York:
Cost, Risks and benefits of surgery. Ed. Oxford University Press; 1977.

47. Capdevila Cirera A. Rentabilidad de la resonancia magnética comparada
con la tomografía axial craneal. Neurología. 1992;7(3):87–8.

48. Lenz GW, Dewey CH. Interventional magnetic resonance tomography.
Electromedica. 1995;63(2):41–5.

49. Ackerman SJ, Steinberg EP, Bryan RN, BenDebba M, Long DM. Trends in diagnostic
imaging for low back pain: has MRI been a substitute or add-on. Radiology. 1997;
203(2):533–8. https://doi.org/10.1148/radiology.203.2.9114117.

50. Vita T, Okada DR, Veillet-Chowdhury M, Bravo PE, Mullins E, Hulten E, et al.
Econometric analysis of cross section and panel data. Cambridge,
Massachusetts: MIT Press; 2010.

51. Caicoya M, Alonso M, Natal C, Sánchez LM, Alonso P, Moral L. La
variabilidad de la práctica médica. A propósito de la utilización de TAC y
RM en el territorio INSALUD. Gaceta Sanitaria. 2000;14:435–41.

52. Rodríguez-Álvarez A, Knox Lovell CA. Excess capacity and expense preference
behaviour in National Health Systems: an application to the Spanish public
hospitals. Health Econ. 2004;13(2):157–69. https://doi.org/10.1002/hec.803.

53. Hay J, Leahy MJ. Physician-induced demand: an empirical analysis of the
consumer information gap. J Health Econ. 1982;1(3):231–44. https://doi.
org/10.1016/0167-6296(82)90002-9.

54. Trost MJ, Robison N, Coffey D, Mamey MR, Robison RA. Changing trends in
brain imaging technique for pediatric patients with Ventriculoperitoneal
shunts. Pediatr Neurosurg. 2018;53(2):116–20. https://doi.org/10.1159/0004
85923.

55. Steinberg EP, DiMonda R. Projecting MRI utilization: two new approaches.
Hospital Technology Series. Guidel Rep. 1987;6:13.

56. Chen WS, Li JJ, Hong L, Xing ZB, Wang F, Li CQ. Comparison of MRI, CT and
18F-FDG PET/CT in the diagnosis of local and metastatic of nasopharyngeal
carcinomas: an updated meta analysis of clinical studies. Am J Transl Res.
2016;8(11):4532–47. https://doi.org/10.1016/j.oraloncology.2015.10.010.

57. Obaro AE, Burling DN, Plumb AA. Colon cancer screening with CT
colonography: logistics, cost-effectiveness, efficiency and progress. Br J
Radiol. 2018;91(1090):20180307. https://doi.org/10.1259/bjr.20180307.

58. Zhang F, Noh T, Juvekar P, Frisken SF, Rigolo L, Norton I, et al. SlicerDMRI:
diffusion MRI and Tractography research software for brain. Cancer Surgery
Planning and Visualization. JCO Clin Cancer Informa. 2020;4:299–309. https://
doi.org/10.1200/CCI.19.00141.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Reyes-Santias and Antelo BMC Health Services Research         (2021) 21:1278 Page 8 of 8

https://doi.org/10.1017/S0266462300006929
https://doi.org/10.1002/hpm.2657
https://doi.org/10.1097/MD.0000000000013008
https://doi.org/10.1056/NEJM198901123200209
https://doi.org/10.3390/ijerph16132257
https://doi.org/10.3390/ijerph16132257
https://doi.org/10.2147/JMDH.S103881
https://doi.org/10.2196/jmir.8775
https://doi.org/10.1017/S0266462300102053
https://doi.org/10.1017/S0266462300102053
https://doi.org/10.2307/1911817
https://doi.org/10.1148/radiology.203.2.9114117
https://doi.org/10.1002/hec.803
https://doi.org/10.1016/0167-6296(82)90002-9
https://doi.org/10.1016/0167-6296(82)90002-9
https://doi.org/10.1159/000485923
https://doi.org/10.1159/000485923
https://doi.org/10.1016/j.oraloncology.2015.10.010
https://doi.org/10.1259/bjr.20180307
https://doi.org/10.1200/CCI.19.00141
https://doi.org/10.1200/CCI.19.00141

	Abstract
	Objective
	Methods
	Results
	Conclusion

	Introduction
	Material and methods
	Results
	Discussion
	Conclusions
	Abbreviations
	Acknowledgements
	Availability of data and supporting materials section
	Authors’ contributions
	Funding
	Declarations
	Ethics approval and consent to participate
	Consent for publication
	Competing interests
	Author details
	References
	Publisher’s Note

